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Outline

• Potential Outcomes, Selection Bias, and Causal Inference

• Randomization

• Statistical Power in Randomized Trials
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Potential Outcomes



Do Hospitals Make People Healthier?

Your health status is: excellent, very good, good, fair, or poor?

Hospital No Hospital Difference

Health status 3.21 3.93 −0.72∗∗∗

(0.014) (0.003)

Observations 7,774 90,049

source: 2005 National Health Interview Survey (Angrist & Pischke 2009)

A comparison of means suggests hospitals make people worse off: those with a hospital stay
in last 6 months are, on average, less healthy than those that were not admitted to the hospital

• What’s wrong with this picture?
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The Causal Impact of Treatment

We are interested in the relationship between some “treatment” (e.g. going to the hospital)
and some outcome that may be impacted by the treatment (eg. self-assessed health status)

Each individual is either treated or not:

• Di = is a treatment dummy equal to 1 if i is treated and 0 otherwise

Outcome of interest:

• Y = outcome we are interested in studying (e.g. health)

• Yi = value of outcome of interest for individual i
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Potential Outcomes

For each individual, there are two potential outcomes:

• Y0,i = i ’s outcome if she doesn’t receive treatment

• Y1,i = i ’s outcome if she does receive treatment

The causal impact of treatment on individual i is: Y1,i − Y0,i

• How much does treatment change outcome of interest for i?

• We are interested in average treatment effect – average of Y1,i − Y0,i across people
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Potential Outcomes: Example

Alejandro has a broken leg.

• Y0,a = If he doesn’t go to the hospital, his leg won’t heal properly

• Y1,a = If he goes to the hospital, his leg heals completely

Benicio doesn’t have any broken bones. His health is fine.

• Y0,b = If he doesn’t go to the hospital, his health is still fine

• Y1,b = If he goes to the hospital, his health is still fine

Economics 370: Potential Outcomes and Causal Inference (Professor Jakiela) Potential Outcomes 7



Potential Outcomes: Example

Yes Hospital No Hospital

Alejandro Y1,a Y0,a

Benicio Y1,b Y0,b
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The Fundamental Problem of Causal Inference

The fundamental problem of causal inference:

We never observe both potential outcomes for the same individual

⇒ Creates a missing data problem whenever we try to compare treated to untreated

For any individual, we can only observe one potential outcome:

Yi =

{
Y0,i if Di = 0

Y1,i if Di = 1

Potential outcomes without treatment (i.e. values of Y0,i ) may differ between those who choose
to take-up treatment (Alejandro with a broken leg) and those who do not (healthy Benicio)
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Selection Bias

Comparing the mean outcome among program participants to the mean outcome among those
who don’t choose to participate doesn’t normally provide an unbiased estimate of causal impact

• Treated, untreated likely different in absence of program

• Difference in potential outcomes without treatment leads to selection bias

• The difference in outcome means, ȲT − ȲC , is a biased estimator of program impacts

• ȲT − ȲC could be biased up or down, relative to true average causal effect of treatment

• Bias does not disappear in large samples, even large numbers of controls may not help
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Notation: Mathematical Expectations

The expected value or mathematical expectation of Yi , E [Yi ]:

• Equivalent to population mean or sample average in an infinite population

▶ Example: probability coin flipped lands heads

▶ Equivalent to fraction heads after a (very) large number of flips

Law of Large Numbers:

• In small samples, realized average of Yi might be far from the true mean of Yi

• Average of Yi gets very close to E [Yi ] as number of observations gets large
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Notation: Conditional Expectations

Conditional expectation:

E [Yi |Xi = x ]

Conditional expectation of Yi given Xi = x is average of Yi in infinite population where Xi = x

Example:
Let Yi be height, and let Xi ∈ {0, 1} be an “economics professor dummy”

• E [Yi |Xi = 1] is the average height among (infinitely many) economics professors

• E [Yi |Xi = 0] is the population mean of height among everybody else
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Notation: Average Treatment Effect (ATE)

The quantity of interest is the average treatment effect (ATE), or average causal effect,
or conditional average treatment effect, or average impact, or treatment effect. . .

E [Y1,i − Y0,i |Di = 1] = E [Y1,i |Di = 1]− E [Y0,i |Di = 1]

• ATE is average difference in potential outcomes (usually) across treated population

• Fundamental problem of causal inference: we never observe Y0,i for treatment group

▶ ȲT is an unbiased estimator of E [Yi |Di = 1] = E [Y1,i |Di = 1]

▶ We need an unbiased estimator of E [Y0,i |Di = 1]
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Notation: Selection Bias

When we compare (many) participants to (many) non-participants:

E [ȲT − ȲC ] = E [Yi |Di = 1]− E [Yi |Di = 0]

= E [Y1,i |Di = 1]− E [Y0,i |Di = 0]

Adding in −E [Y0,i |Di = 1] + E [Y0,i |Di = 1]︸ ︷︷ ︸
=0

, we get:

Difference in group means

= E [Y1,i |Di = 1]− E [Y0,i |Di = 1]︸ ︷︷ ︸
average causal effect on participants

+E [Y0,i |Di = 1]− E [Y0,i |Di = 0]︸ ︷︷ ︸
selection bias
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Selection Bias: Summary

We would like to calculate average treatment effect by comparing potential outcomes for i
both with and without treatment, but for each i we can only observe one potential outcome

• Can’t observe the counterfactual (i.e. the other potential outcome)

To estimate causal impacts on the set of people who choose to take up treatment, we must
identify a comparison group that is similar to the treatment group in the absence of treatment

• This is hard – typically impossible in observational data

• An identification strategy is a research design specifying treatment, comparison groups

• A good identification strategy: variation in treatment status that is good-as-random
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The Experimental Ideal



Random Assignment Eliminates Selection Bias

Experimental approach:

• Random assignment to treatment: eligibility for program is determined at random,
e.g. via pulling names out of a hat, or using a computer pseudo-random number generator

When treatment status is randomly assigned,
treatment, control groups are random samples of a single population
(e.g. the population of all eligible applicants for the program)

⇒ E [Y0,i |Di = 1] = E [Y0,i |Di = 0] = E [Y0,i ]

Expected outcomes are equal in the absence of the program
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Random Assignment Eliminates Selection Bias

ȲT − ȲC provides an unbiased estimate of the (casual) average treatment effect (or ATE):

= E [Yi |Di = 1]− E [Yi |Di = 0]

= E [Y1,i |Di = 1]− E [Y0,i |Di = 0]

= E [Y1,i |Di = 1]− E [Y0,i |Di = 1] + E [Y0,i |Di = 1]− E [Y0,i |Di = 0]

= E [Y1,i |Di = 1]− E [Y0,i |Di = 1]︸ ︷︷ ︸
average treatment effect on participants

+E [Y0,i ]− E [Y0,i ]︸ ︷︷ ︸
=0

= E [Y1,i ]− E [Y0,i ]︸ ︷︷ ︸
ATE
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Random Assignment Eliminates Selection Bias: Assumptions

Excellent news: random assignment eliminates selection bias∗

∗Some restrictions apply

Random assignment is not (quite) magic:

• Relies on Law of Large Numbers, which only makes sense for large(ish) samples

• Stable Unit Treatment Value Assumption (SUTVA): individual outcomes depend on one’s
own treatment status, but not on anyone else’s treatment status (i.e. no spillovers)
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Sample Size Matters: Example

Example: imagine that I want to evaluate the impact of fancy new software Stata 138,
so I randomly choose which of my two research assistants (below) should receive a copy

They’re different! Omitted variables likely to matter — by chance — in small samples

“Randomization works not by eliminating individual difference but rather by ensuring that
the mix of individuals being compared is the same. Think of this as comparing barrels

that include equal proportions of apples and oranges.”

– Angrist and Pischke (2009)
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The Law of Large Numbers in Practice
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Stable Unit Treatment Value Assumption (SUTVA)

The Stable Unit Treatment Value Assumption (SUTVA):

• Imbens and Rubin (2015):
“potential outcomes for any unit do not vary with the treatments assigned to other units”

• Remember: binary treatment, two potential outcomes is only a model

When is SUTVA likely to be violated?

• When there are spillovers (so i ’s treatment impacts j)

• Examples: vaccination/health, network externalities, equilibrium effects

▶ This is why we have “cluster-randomized” trials
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Randomization Eliminates Selection Bias: Summary

When treatment is randomly assigned (at an appropriate level), difference in outcomes between
treatment and control groups provides an unbiased estimate of the causal impact of treatment

Randomly assigning treatment status eliminates selection bias (at least in expectation)
because treatment, control groups are random samples of same underlying population
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A Very Short History of Randomized Trials in the Social Sciences
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Regression Analysis of RCTs



Treatment Effects Under Random Assignment

Expected value of control group mean:

E [ȲC ] = E [Yi |Di = 0] = E [Y0,i |Di = 0] = E [Y0,i ]

equal to population mean because
control group is a random sample
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Treatment Effects Under Random Assignment

Expected value of control group mean:

E [ȲC ] = E [Yi |Di = 0] = E [Y0,i |Di = 0] = E [Y0,i ]

Expected value of treatment group mean:

E [ȲT ] = E [Yi |Di = 1] = E [Y1,i |Di = 1]

E [ȲT ] = E [Yi |Di = 1] = E [δi + Y0,i |Di = 1]

E [ȲT ] = E [Yi |Di = 1] = E [δi |Di = 1] + E [Y0,i |Di = 1]

E [ȲT ] = E [Yi |Di = 1] = E [δi ] + E [Y0,i ]
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OLS Regression on a Binary Independent Variable

Y = α+ βD
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β̂ = ȲT − ȲC (difference in means)
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RCT Regression Specification with Controls

More typical regression specification:

Y1,i = α+ βDi + δX0,i + γY0,i + κstrata + εi

We typically include these controls:

• Dummies for randomization strata (κstrata)

• Selected baseline covariates that are not balanced across treatments∗

• Baseline covariates that predict the outcome

▶ Baseline values of outcome variables are (sometimes) most important (ANCOVA)

We do not want to include:

• Controls that could be impacted by treatment (“bad controls” problem)
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The Minimum Detectable Effect

The minimum detectable effect (or MDE) is the smallest effect size that we can detect
with power of 0.8 (i.e. the probability of a Type II error, failing to reject a false null, is 0.2)

MDE =
(
tα/2 + t1−κ

)√ 1

P(1− P)

√
σ2

N

≈ 2.8

√
1

P(1− P)

√
σ2

N

where:

• P is the proportion of the sample assigned to treatment

• N is the sample size

• σ2 is the variance of the (residualized) outcome
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Optional Lab



Subsidizing Malaria Treatment in Kenya

Economics 370: Potential Outcomes and Causal Inference (Professor Jakiela) Potential Outcomes 48



Subsidizing Malaria Treatment in Kenya

Economics 370: Potential Outcomes and Causal Inference (Professor Jakiela) Potential Outcomes 49



Subsidizing Malaria Treatment in Kenya
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Subsidizing Malaria Treatment in Kenya
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Lab #6: Takeaways

1. You should be able to open the Cohen, Dupas, and Schaner (2015) data set

2. In a bivariate regression on a (single) dummy variable, the estimated OLS coefficient β̂ is
the difference in means between the treatment group and the comparison group, which
can also be recovered from a t-test of the equality of means in the two groups

3. Same logic applies when we include separate dummies for multiple (randomly-assigned)
treatments, with no interaction terms and no additional covariates (or strata dummies)

4. When the treatment dummy aggregates multiple distinct treatment intensities, each
treated observation weighted equally in calculating the estimated treatment effect

5. In a bivariate OLS regression on a continuous independent variable, the estimated OLS
coefficient is a linear combination of the observed values of the outcome variable; the
“weights” on each value if Yi are proportional to Xi − X̄ (scaled by 1/

∑
i

(
Xi − X̄

)2
)

6. Including an additional control/covariate is equivalent to regressing Yi and Xi on that
covariate, and the regressing the predicted residuals of Y on the predicted residuals of X
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